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Abstract— Smart cities are highly digitized cities by nature. They are characterized by large volumes of data stored digitally and large 

numbers of physical objects and IoT devices with online connections to the Internet. As the use of connected IoT devices constantly 

increases, so do the security concerns. The biggest challenge that we face nowadays is the hackers’ use of IoT devices (camera, DVR, 

thermostat, etc.) to launch  high-profile Distributed Denial of Service (DDoS) attacks as it happened lately on September 2016 with the 

Mirai botnet [1,2] which generated up to 1.2Tbps of severe wave of network traffic.  This kind of botnets not only affected the IoT devices 

themselves, but also every device connected to the Internet. As such, availability attacks have the greatest destructive effects and are 

considered the main cause for a smart city blackout. The purpose of this paper is to propose a defensive or self-protective framework used 

to lessen the impact of zero-day distributed denial of service attacks on the smart city network (IoT devices) and hence to avoid entire 

blackout. This framework mitigates the zero-day availability attacks based on Identification, Heuristics and Load Balancer in a reasonable 

time frame. Simulation results obtained after testing the solution showed that the heuristic approach associated with the backup load 

balancer led to substantial accuracy in mitigating DDoS attacks. 

Index Terms— Denial of Service, Distributed Denial of Service, Heuristics, Load Balancers, Smart City, Smart City Security, Zero-day 

attack.   

——————————      —————————— 

1 INTRODUCTION                                                                     

egardless of what are the malicious urges of hackers in 
intruding smart city systems, Denial of Service attacks or 
availability attacks are considered the most vicious and 

destructive as they might bring down or paralyze the overall 
city’s network services. The increasing number of attacks and 
the effects of these happenings show the importance of re-
searching such types of attacks. These attacks have led busi-
nesses down, destroyed the economy of a nation and even led 
to governments being changed. DoS attacks are usually classi-
fied into several categories [3] and this depends on the style 
with which they were implemented: 1) Distributed Denial of 
Service; 2) Low rate TCP targeted Denial of Service; 3) Reflec-
tive Denial of service. These categories encompass DoS attacks 
like: Smurf, Ping Flood and Ping of Death, TCP SYN Flood, 
and UDP Flood.  

 
Smart city dimensions rely heavily on Internet of Things 

(IoT) devices. Thus, exploiting effectively IoT devices vulnera-
bilities by botnets will definitely lead to a wide range of de-
structive distributed denial of service attacks.  
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Unlike conventional devices, IoT devices are exposed to 
three different types of availability attacks: 1) hardware avail-
ability, 2) network availability and 3) cloud availability. Con-
sequently, currently adopted DDoS mitigation techniques 
against IoT attack vectors for availability have proven ineffi-
cient as considerable discrepancies and inconsistency of IoT 
devices have become apparent.  For example, an IoT device 
can be forced to use more power as a result of exchanging 
multiple keys over ZigBee smart connection and thereby caus-
ing battery drain. Likewise, IoT devices are susceptible to ra-
dio jamming due to the use of radio networking (Wifi, Zigbee, 
Bluetooh, 3G)[4]. 

The biggest challenge that we face nowadays is the use of 
IoT devices (camera, DVR, thermostat, etc.) to launch a high-
profile Distributed Denial of Service attacks as it lately hap-
pened with the Mirai botnet. Recent attacks showed that IOT 
devices vulnerabilities were most efficiently used by botnets to 
unveiling a variety of Distributed Denial of Service (DDoS) 
attacks. This kind of botnet not only affects the IoT devices, 
but also everybody connected to the Internet.  To reveal the 
severity of the DDoS attacks caused by IoT botnets, we hereby 
list some recent incidents that took place late 2016. 

On September 30, 2016, the blog of the security researcher 
Brain Kerbs (kerbsOnSecurity.com) started experiencing a 632 
Gbps DDoS attack from an IoT botnet. Akamai, the leading 
Content Delivery Network (CDN) operator which provided 
the DDoS attack mitigation, was accused after three days by 
its customers for the scarcity of their internet bandwidth as 
Akami platform could not handle anymore the technical 
means required to avoid the attack. [5, 6] 

On September 22, 2016, the French cloud computing com-
pany (OVH) experienced a series of DDoS attacks with the 
severest single attack reaching up to 799 Gbps. Later on Sep-
tember 23rd, it experienced another DDoS generating up 
to1.5Tbps coming from around 146000 cameras, printers and 
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DVRs. The IoT devices were sending from 1 to 30 Mbps of 
traffic each [7]. 

On October 21st, Dyn the leading managed DNS provider 
and Internet Performance Management Company, experi-
enced on its DNS servers several waves of DDoS attacks from 
100000 internet connected IoT devices with the severest attack 
generating 1.2Tbps of traffic. [8] 

 
Regardless of the huge amount of damages brought about 

from the above three attacks, our challenge is to look forward 
and find a solution to mitigate such attacks by protecting not 
only the IoT devices, but the overall network infrastructure. In 
the three previous attacks all IoT internet connected devices 
were found mainly infected by Mirai malware. 

The amount of networked IoT device will certainly increase 
in years to come. Currently there are up to 15 billion internet 
connected IoT devices in use and it is predicted to become 200 
billion in 2020. We expect to see in the future more damaging 
IoT DDoS attacks because the source code of the Mirai mal-
ware is freely available on the Internet [1]. The Mirai source 
code has been published on a community hack forum as open-
source by its suspected author Paras Jha using the moniker 
online name “Anna-senpai” [2]. 

In just only two weeks after the release of Mirai source 
code, the number of infected devices has become more than 
double as it has increased drastically from 213000 to 483000. 
After examining the IP addresses of the infected IoT devices, 
one could notice that the source of the attack of the botnet is 
distributed over 164 counties. High profile attack densities 
were found in USA, China, Brazil, and Vietnam. Mirai mal-
ware generates not only conventional HTTP, TCP, or UDP 
traffic, but also exploits legitimate protocols like GRE IP (used 
for peer to peer VPN), GRE ETH, DNS, STOMP to flood 
against a specific target during a DDoS attack [9,10]. 

Mirai is designed to exploit default and hardcoded creden-
tials and self-propagates by scanning the Internet. It utilizes a 
dictionary of generic and device-specific default credentials to 
infect IoT devices. Also, non-secure by default ports due to 
Universal Plug and Play (UPnP) were considered as easy tar-
get for the Mirai botnet.  Several devices like those were made 
by the Chinese company XiongMai Technologies, can be ac-
cessed through a web interface – (IP/Login.htm) - navigating 
to “DVR.htm” without device credentials and prior to login 
[11].  

Flashpoint security firm estimated over 515,000 vulnerable 
devices with hardcoded credentials were found actively in use 
on early October 2016. 

The following sections describe in details the problem 
statement, the challenges, our contributions, the solution 
methodology and results. 

2 PROBLEM STATEMENT 

Conventional mitigation methods against DDoS attacks which 
depend deeply on Intrusion Detection Systems (IDS), Intru-
sion Prevention Systems (IPS), Network Access Controls 
(NAC) and firewalls functionalities have proven deficiency, 
and the attack examples provided above recognize this fact. 

Preventive measures from firewalls (use of Access Control 
Lists, use of rate limiting, destination based black hole filter-
ing, dropped packets, port errors, dictionary logon attacks 
etc.), IDSs (buffer overflow attacks, fragmentation and replay 
attacks, cached content change, file integrity check etc.), Secure 
Socket Layer (certificate errors, DoS attacks, session drop) can 
jointly be overwhelmed when encountering severe waves of 
DDoS attacks each generating up to 1.2Tbps of traffic as expe-
rienced by the Mira malware. 

System administrators should not rely totally on the afore-
mentioned protection mechanisms as they could not: a) com-
pensate for weak identification and authentication mecha-
nisms; b) conduct investigations of attacks without human 
intervention; c) perceive the contents of your organizational 
security policy; d) compensate for weaknesses in network pro-
tocols; e) analyze all of the traffic on a busy network; f) deal 
always with some problems involving packet-level attacks. 
Yet, no perfect mitigation for this problem exists [12, 13, 14]. 

3 CHALLENGES AND CONTRIBUTIONS 

Our main challenging task in this study is to find an efficient, 
defensive and innovative solution that might lessen the impact 
of distributed denial of service attacks on the smart city net-
work (IoT devices) to avoid entire blackout. 

 
To date, a considerable amount of research has been made 

to try and mitigate DOS and DDOS attacks. Most solutions 
consist of scaling up the infrastructure, or trace the source of 
the attack to finally block it. Our research seeks to enhance this 
process by providing a mechanism of blocking or isolating the 
source of the attack, not only in an automated, smart proce-
dure, but also by using heuristics in an effective distributed 
way using load balancers to isolate the attackers in a virtually 
real time manner. Hence our research had the scalability and 
the isolation combined to eventually mitigate the attack effec-
tively. 

 
The defensive mechanism that we proposed for DDoS pro-

tection relies on two load balancers in which the first one uses 
a heuristic approach, and the second acts as backup to pro-
duce a solution in a reasonable time frame. In brief, traffic is 
received by the main load balancer which, based on reputation 
and heuristics, sends the user via the new visitor route or the 
trusted visitor route. In case of a DOS attack, the main load 
balancer will be flooded / gone offline. Hence the backup load 
balancer will fill the void. The backup load balancer does not 
have a route for new users, and thus, blocks all new requests 
(hence blocks the attack) and safely allow trusted users to en-
ter the network. (See details in section proposed solution) 

Two very important questions arise here. Why are we 
adopting the heuristic approach? And why are we using load 
balancer to stop DoS or DDoS? 

4 WHY ADOPTING THE HEURISTIC APPROACH? 

Wikipedia defines heuristic as technique designed for solving 
a problem more quickly when classic methods are too slow, or 
for finding an approximate solution when classic methods fail 
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to find any exact solution [15].Usually heuristic algorithms are 
used for problems that have low time complexity and cannot 
be easily solved [16]. Due to the lack of a unified algorithm (P 
class) or method to solve the problem of multifaceted DDOS 
attacks, the problem falls into the NP class. The variety of the 
DDoS attack unexpected-parameters makes the problem non-
deterministic [17]. Class NP consists of all those problems 
whose solution can be found in polynomial time on a non-
deterministic Turing machine. Yet, such machine does not 
exist. A zero-day attack is a threat aimed at exploiting soft-
ware or hardware vulnerability before the vendor becomes 
aware of it and before it becomes known to security experts. 
These attacks are among the hardest to mitigate, and thus, the 
use of heuristic technique becomes a must. 

5 WHY USING LOAD BALANCERS TO STOP DDOS 

ATTACKS? 

Using a firewall is simply out of the equation as it requires simple 
pre-defined rules to function. Based on these rules it will take the 
decision of letting the traffic go or block it. 

So the remaining equation is IPS vs Load Balancers. We 
choose load balancers to specifically stop DOS attacks because we 
take advantage of their smart way to manage traffic. A DOS at-
tack does not always have a malicious pattern. It could simply be 
a normal request, repeated so many times, really fast. Hence, an 
IPS could let it pass. On the other hand, the IPS does not know 
how to manage traffic in an effective way. While load balancers 
have memory queues that save requests and split them over oth-
er peered load balancers or target servers. This is an advantage 
for load balancers as they can withhold and survive a huge 
amount of requests while the IPS might be subject to DOS attack 
itself and fail quickly. 

The main advantage of load balancers is, not only they can be 
peered together, but they are also able to process requests, change 
their routes based on a certain condition, and even simply drop 
them if we wanted. Peered load balancers are also able to forward 
request to other load balancers that have different conditions and 
different routes to different servers. Taking advantage of all these 
features, load balancers will allow us to collect and analyze as 
many requests as possible, and allow them all to pass into our 
network.  

In case of an attack, the gateway load balancer will fail and 
hence redirect all traffic to its peered load balancer that have a set 
of conditions in order to process the requests or drop them. This 
way, the second load balancer becomes the gateway, and it will 
only allow requests from trusted users and therefore surviving 
the attack by dropping all other untrusted requests. 

6 UNDERSTANDING THE BOTNET STRUCTURE 

The term botnet originates from the terms “roBOT NETwork”. 
A bot is a malicious-software installed into a PC or a device 
that runs automated attacks over a network. The infected de-
vice itself is knows as a bot or zombie.  A botnet is a network 
of malware-infected devices (zombies), which are controlled 
by cybercriminals. Intended attackers search for vulnerable 
internet connected devices, infect them with spam and mal-

ware to launch distributed denial-of-service attacks. Up until 
recently, botnets were formed of contaminated PCs and lap-
tops. What made recent attacks (kerbsOnSecurity.com, OVH, 
Dyn) different is that the botnets were embraced of what has 
become recognized as the “Internet of Things” devices. 

The infected IoT devices or bots (DVRs, Webcams, Baby 
monitors, electronic thermostat etc.) are used to perform 
command based DDoS attacks. Bots communicate with each 
other with adversaries through Command Control (C2) Serv-
ers to either flood various types of traffic or change their IP 
addresses for different intervals. The Scanning tools are used 
to scan IoT devices for vulnerabilities For Instance, in the case 
of Mirai botnets bots were found communicating with the C2 
server to scan across TCP port 23 and port 2323 and use differ-
ent brute force technique for guessing passwords and store 
them in the reporting server. The attacker uses these guesses 
through the C2 server to plague the IoT devices with the mali-
cious code (malware). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 above shows a sample of weak default passwords 
grabbed as a result of Mirai’s scanning vulnerable IoT devices. 
At this moment, the loader queries these credentials to log on 
to vulnerable IoT devices and order them to download, exe-
cute the malware and launch the attack. Some IoT devices 
have no permanent storage media; the malware stays resident 
into their volatile memory (RAM) and hold onto launching 
attacks as long as they are not being reset. 

7 PROPOSED SOLUTION 

Our solution consists of keeping track of our visitor’s identifi-
cation (such as IP), and separate our regular visitors from new 
ones. Why does IoT device IP such as electronic thermostat, 
printer, or webcam request Tweeter or Facebook page access? 
This could be achieved by adding a smart router / load bal-
ancer that distribute data depending on the visitor’s reputa-
tion as illustrated in figure 2 and figure 3respectively. Traffic 
is received by the main load balancer which, based on reputa-
tion and heuristics, sends the user via the new visitor route or 
the trusted visitor route. In case of a DOS attack, the Main 
Load Balancer will be flooded and gone offline. Hence the 

 

Fig. 1. IoT Weak Default Passwords. 

 

 

Fig. 1. IoT Weak Default Passwords. 
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backup load balancer will fill the void. The backup load bal-
ancer does not have a route for new users, and thus, blocks all 
new requests (hence blocks the attack) and safely allow trust-
ed users to enter the network. This solution saves services 
from going offline, and increase clients trust by staying availa-
ble regarding the attack [18]. However, the downside is that 
during the attack phase, some legitimate new visitors will be 
left out as well since they are not in the trust zone yet. 













































 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Our solution consists of two main parts: the physical in-
frastructure of the network, and the algorithm identifying le-
gitimate trusted traffic from the poisoned / infected traffic. 
For the infrastructure, we use two Ubuntu servers. Each of 
them is running HAPROXY to serve as a load balancer.  Hav-
ing two (or more) load balancers is a critical step within this 
solution, as they are configured in a failover manner (load 
balancer peering), where the main load balancer is always 
functioning until an attack occurs (see configuration in figure 
4). Once an attack occurs, naturally, the first load balancer will 
be flooded with requests and hence the backup load balancer 
will take place. The trick is that the second load balancer only 
redirects traffic to servers that process only trusted requests 
and ignore all the others [19], hence it will hardly be pro-
cessing any dummy requests and thus remain functioning 
normally. 

 
 
 
 
 
 
 
 
 
The second part of the solution is our algorithm to classify 

traffic as trusted or untrusted. For that, we test the request by 
having it pass through a set of rules, where each rule has its 
own weight. For each rule the request is successfully tested, 
the request gains the weight of this rule in an incremental 
manner. Once it is done, if the request has a specific total 
number of points, the request is then trusted. For instance, we 
define a set of rules as shown in table 1 below: 

 
 
 
 
 
 
 
 
 
Where: weight W(x) is a defined integer.  
Two approaches can be used to assign weights to rules: The 

first is based on human supervised training, trials and errors 
and the second is adaptive. (See Section 8.2 Assigning Weights 
to Rules). 

8 METHODOLOGY 

1- The request is sent from an IP that access our services daily. 
The request gains W1 point. 
2- The request’s User Agent has previously accessed our ser-
vices. The request gains W2 point (total is now W1 + W2). 
3- The visitor identified is in the same country our services is, 
and the same location his IP usually requests from, the request 
gains W3 (total is now W1 + W2 + W3) 
4- The visitor’s browser finger print is not identified. The 

 

Fig. 2. Proposed Solution Infrastructure 

 

 

Fig. 3. Proposed DOS Attack 

 

 

Fig. 4. Load Balancers Configuration 

 

TABLE 1 
LOAD BALANCER RULES 
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number of points remains W1 + W2 + W3. 
5- The visitor is not logged in. The number of points remains 
W1 + W2 + W3. 
As a result, if W1 + W2 + W3 > X, the request is marked as 
trusted and thus allowed to pass. 
Else, the request is dropped, and further requests from the 
same source are no longer needed to be tested, they are 
dropped automatically. Note: the rules and weight are to be 
customized per service, as each service can provide more evi-
dence and different ways of identifications of legitimate re-
quests. 

8.1 Configuring Load Balancers 

HAProxy (High Availabily Proxy) is free and open source 
TCP/HTTP Load balancer software run under the Linux plat-
form. Our network, consisting of two load balancers: a main 
load balancer (allowing all traffic to be forwarded to the ser-
vices) and a backup load balancer (protecting our services 
from attacks, allowing only requests from trusted sources). 

The two load balancers are configured as follows: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5 and 6 display the configuration of both load bal-
ancers. We can see that on their input (frontend data-in), both 
load balancers are bound to port 80 as our test service is web 
based. Once the load balancers receive a request targeting the 
endpoint “security.proof”, the code under “backend security” 
will run. 

However, we can see that on the backup load balancer (the 
right side configuration of figure 5), a variable is introduced 
called “network_allowed” with the source (“src”) parameter, 
marking 192.168.43.200 as allowed (trusted client). This is the 
IP of tester 1. In this particular load balancer (backup load bal-
ancer), before using the “backend security” the load balancer 
will deny the request if its source is not in the “net-
work_allowed” list. 

In backend security, we notice that the requests are for-
warded to the web server on port 80 holding the IP 
192.168.43.50. Naturally, the check parameter keeps 
knowledge whether or not the server is online and available 
on the selected port. 

Finally, the failover_balancer defines the peered load bal-
ancers. This section helps the traffic to be redirected from the 
normal load balancer to the backup load balancer when the 
normal load balancer fails.  When a DOS attack occurs, if the 
normal load balancer fails, the backup load balancer will take 
over and drop all requests from untrusted sources, allowing 
only trusted sources to reach the service and hence protecting 
it from malicious attacks. 

8.2 Assigning Weights to Rules 

Two methods can be used to assign weights to rules: 
a) Pre-assigned: This method is based on human supervised 
training, trials and error. The security administrator has to be 
fully aware of all network activities, OS configuration and 
services vulnerabilities. 
b) Adaptive:  This method is considered more robust in which 
the weights of the load balancer rules are determined based on 
polling several vulnerability metrics from the internal net-
works after conducting vulnerability scanning analysis.  
Security metrics are indicators used to provide contextual 
quantitative measure for the security characteristics of an in-
formation system.  To improve the security of a system, we 
have to measure it. The Common Vulnerability Scoring Sys-
tem (CVSS) was designed by a team of security professional 
and by the National Institute of Standard and Technology 
(NIST). It is a vulnerability scoring system designed to pro-
vide a standardized and open framework for rating software 
vulnerabilities. The Common Vulnerability and Exposure 
(CVE) is the industry standard for vulnerabilities and expo-
sure names, namely the CVSS and the Common Weakness 
and Enumeration (CWE) which provides a list of software 
weaknesses.  
To determine the current and historical vulnerabilities associ-
ated with our network services, applications, and operating 
systems we used Nessus vulnerability scanner. We are inter-
ested in medium and high vulnerability scores to raise alert of 
the target service, to determine the attack paths that potential 
attackers are trying to exploit and thus, to be able to figure out 
the weight. Nessus can be fed by a variety of vulnerability 

 

Fig. 5. Sample main load balancer configuration: Allowing all 
trafiic to be forwarded to our services 

 

 

Fig. 6. Sample backup load balancer configuration: Allowing 
traffic only from trusted sources. 
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suppliers like CVE, OSVDB, Cert, NVD to calculate the severi-
ty vulnerability score of our custom made network. 
Nessus assigns the following severities to vulnerabilities 
found based on the CVSS score as shown in table 2 below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sample output (figure 7) of Nessus Scanning detected non-
compliant results. 
 
 
 
 
 
 
 
 
 
 
 
 
Querying Nessus output using Pandas tool to determine CVE, 
CVSS and severity level we got the result shown in table 3:  
Hosts = df1.groupby(“Desc’,'Host').agg ({CVE}, {Severi-
ty},{'CVSS'}) 
 
 
 
 
 
 
 
 
 
 
As a result we correlate vulnerability assessments with load 
balancer data to determine the weight. The rule weight as-
signed to the load balancer should be inversely proportional to 
the CVSS score. Recorded high CVSS scores of services require 
assigning low weights to rules correlated to those services and 
thus, the load balancer must not allow the corresponding re-
quests to pass to sever cluster for execution. 

9 DDOS ATTACK AND RESULTS 

9.1 Network Setup and Customization 

In order to simulate a DDoS attack and test the reliability of our 

solution, we made use of the network lab of the Information and 
Communications Technology department at the American Uni-
versity of Science and Technology. 
We customized the network and divided it into two zones 
(External and Internal), configured the load balancers and in-
tegrated them into the network entry points (See figure 8 be-
low). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

9.2 External Zone 

The external zone was configured as follows: 
1- A main load balancer used to forward all traffic in a timely 
manner to the webserver. The main load balancer is called 
Normal Load Balancer (LBN) on our network and it was as-
signed the IP of: 192.168.43.30 
2- A backup load balancer was also configured. The backup 
load balancer is peered with the main load balancer. Its job is 
to forward only the trusted requests to the server and drop all 
other foreign requests. It was assigned the IP 192.168.43.40 
3- A DNS server was added to give the website a domain that 
the two load balancers will host together, peered one to anoth-
er for failover. The DNS IP is 192.168.43.99 
4- A web server considered as the main server providing the 
service to users. The webserver’s IP is 192.168.43.50 

TABLE 2 
CVSS SECURITY LEVEL 

 

 

Fig. 7. Sample output of Nessus Results 

 

TABLE 3 
CVE QUERY OUTPUT 

 

 

Fig. 8. Network Architecture 

1290

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 9, Issue 3, March-2018                                                                                         
ISSN 2229-5518 
  

IJSER © 2018 

http://www.ijser.org  

5- A client computer, tagged as untrusted (new visitor). The 
untrusted client IP is 192.168.43.201 
6- A client computer, tagged as trusted. The trusted client IP is 
192.168.43.200 
In addition, two computers were used to perform an attack 
over used domain assigned in the DNS server as securi-
ty.proof as shown in Figure 9. 

 
 
 
 
 
 
 
 
 
 
 

9.3 Internal Zone 

The internal zone was customized as below to mitigate the 
attack or lessen its impact in case the external zone (our solu-
tion) fails to handle it. 
• The Edge Firewall internal zone physical interface is con-
nected to the Layer 3 Core switch physical interface. 
• Redundant aggregator routers are connected to the core 
switch. For example, two routers are used for the wired con-
nection and the other two routers are used for the wireless 
connection. Head office locations and disaster locations are 
connected to these aggregator routers via an encrypted VPN 
tunnel connection. 
• Physical servers, blade servers, network and security appli-
ances etc. are physically connected to the core switches. 
• User access switches or distribution switches are physically 
connected to the core switches. PCs, printers, faxes and other 
peripherals are physically connected to these layer 2 switches.  
• The wireless access points are connected to the user access 
switches. The wireless LAN controllers (WLC) are connected 
to the core switches and are used to monitor the access points. 
• An internal firewall or Data Center (DC) firewall is also im-
plemented to segregate the internal corporate zones logically. 
For example, IT zone, servers zone, monitoring and manage-
ment zone. 

9.4 Attack Simulation 

In order to instantiate a Denial of Service attack against our 
network, we made use of the following tools: 

1- The open source Low Orbit Ion Cannon (LOIC) platform. 
LOIC was developed by Praetox Technologies to conduct 
network stress testing [20], Denial of Service attack as well as 
Distributed Denial of Service (DDoS) attacks. It has been wide-
ly used by Anonymous as DDOS tool since it can generate 
huge amount of illegitimate TCP, UDP, or HTTP network traf-
fic which causes performance degradation and potentially a 
service shut down.  Over 30000 downloads were recorded 
during the month of December 2010 when Anonymous orga-
nized attacks on the websites of companies and organizations 
that opposed Wikileaks [21]. 

2- The bash script Pentmenu developed by pentbox.  It is 

designed to perform network pen testing functions. It is com-
monly installed on most linux distributions. 

3- The Slowloris DDos attack software developed by Robert 
“Rsnake” Hansen. It lets a single computer to take down a 
web server like IIS, Apache 1.x and 2.x.  

Two computers were used to attack the domain (load bal-
ancer): 

1- A computer running windows and LOIC (Low Orbit 
Ion Cannon) [https://sourceforge.net/projects/loic/] (At-
tacker 1). 

2- Another computer running Kali Linux and using 
Pentmenu to perform the attack 
[https://github.com/GinjaChris/pentmenu] (Attacker 2). 

Two other computers (tester 1 and tester 2) were used to 
check the status of the service when being attacked. Tester 1 is 
considered a trusted client / visitor. 

The first step was to check if the service endpoint is reacha-
ble by attacker 1, attacker 2, client 1 and client 2. 

The results were as following: 
 
 
 
 
 
 
 
 
 
Figure 10 shows that the endpoint (http://security.proof) is 

reachable by attacker 1 and all of her/his requests are pro-
cessed normally before the attack. 

 
 
 
 
 
 
 
 
 
 
 
Figure 11 illustrates that the endpoint 

(http://security.proof) is reachable by attacker 2 and all of 
her/his requests are processed normally before the attack. 

 
 
 
 
 
 
 
 
 
 
Figure 12 demonstrates that the endpoint 

(http://security.proof) is reachable by tester 1 and all of 
her/his requests are processed normally before the attack. 

 

Fig. 9. DNS Security Proof 

 

 

Fig. 10. Screenshot of Testing Endpoint from Attacker 1’s PC 

 

 

Fig. 11. Screenshot of Testing Endpoint from Attacker 2’s PC 

 

 

Fig. 12. Screenshot of Testing Endpoint from Tester 1’s PC 
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Figure 13 shows that the endpoint (http://security.proof) is 

reachable by tester 2 and all of her/his requests are processed 
normally before the attack. 

The figures 10, 11, 12 and 13 demonstrate that all of the par-
ties are able to reach and request the server normally without 
any issues. 

Now that the site is reachable by all parties, attacker 1 and 
attacker 2 start targeting the endpoint.  

We have run multiple instances of both attacking software 
(LOIC and Pentmenu) in order to make the load balancer fail 
as shown below: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 14 is a screenshot of LOIC used by attacker 1, target-

ing the endpoint (http://security.proof) with a massive 
amount of requests (flooding) as fast as possible. 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 15 is a screenshot of a Pentmenu used by attacker 2, 

targeting the endpoint (http://security.proof) with a Slowloris 
attack. The Slowloris DdoS software is integrated inside 
Pentmenu bash script.  Slowloris attack is opening as many 
connections as possible with the server in order to make the 

service go down. 
Figure 16 shows that requests have already started to fail. 

Meaning that, for the attacker, the load balancer failed.  This 
will eventually lead for the backup load balancer to take over.  

Once the load balancer was down, we tried again to reach 
the endpoint from each party on the network. Results came as 
seen below: 

 
 
 
 
 
 
 
 
 
 
Thus the endpoint (http://security.proof) is no longer 

reachable by attacker 1 and all the requests are dropped and 
are no longer forwarded to the service. It might look like the 
service went offline and the attack was successful, but our 
other testers will prove otherwise. 

 
 
 
 
 
 
 
 
 
Figure 17 shows that our endpoint (http://security.proof) 

is no longer reachable by attacker 2 and all of his requests are 
dropped and no longer forwarded to the service. It might look 
like the service went offline and the attack was successful, but 
our other testers will prove otherwise. 

 
 
 
 
 
 
 
 
 
 
 

Figure 18 reveals that the endpoint (http://security.proof) 

is still alive and functioning normally. And since Tester 1 is 

marked as a trusted user, she/he was still able to reach our 

service and use it normally without any interruption. 
 

 

 

 

 

 

 

 

Fig. 13. Screenshot of Testing Endpoint from Tester 2’s PC 

 

 

Fig. 14. LOIC used by Attacker 1 

 

 

Fig. 15. Pentmenu Used by Attacker 2 

 

 

Fig. 16. Screenshot of Testing Endpoint from Attacker 1’s PC 

 

 

Fig. 18. Screenshot of Testing Endpoint from Tester 1’s PC 

 

Fig. 17. Screenshot of Testing Endpoint from Attacker 2’s PC 
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Figure 19 indicates that the service is no longer accepting 

requests from tester 2. Although tester 2 is not an attacker, yet, 
she/he is a new visitor and not marked as trusted. In order to 
protect our network, the service closed during the attack and 
turned into a trust based network allowing only trusted visi-
tors to pass (tester 1). 

10 RESULTS 

At first, the endpoint or service (http://security.proof) was 
reachable by all ends / parties on the network: attacker 1, at-
tacker 2, tester 1 and tester 2. 
Tester 1 is the only node marked as a trusted client / visitor. 
Attacker 1 and attacker 2 start the attack together in order to 
try to have the service failed. The attack seemed to have suc-
ceeded and we can clearly see that attacker 1 and attacker 2 
are no longer able to reach the service. However, in reality, the 
attackers have succeeded to take down the first load balancer 
which routes all traffic to our service. On the other hand, the 
backup load balancer took over, allowing only trusted visitors’ 
requests to pass whilst attacker 1 and 2 believed that the ser-
vice is down. To prove this claim, tester 1 visited the service 
and the result shows that tester 1 was still able to access the 
service normally without any interruption.  
Alternatively, despite the fact that tester 2 is not an attacker; 
she/he was not able to reach the service either. That’s because 
only trusted sources are now allowed to pass and tester 2 is 
not marked as trusted. 

 

11 CONCLUSION AND RECOMMENDATIONS 

Security experts and network administrators used to act based 
on their proficiencies and practices to mitigate network attacks 
rather than objective metrics and models. This study provided 
an innovative mechanism to protect smart city network. It is a 
defensive in nature relying on a heuristic approach associated 
with load balancers to mitigate DDoS attacks. Based on the 
fact that IOT devices can easily be exploited and controlled to 
perform DDOS attacks, we introduced a new way to mitigate 
DDOS attacks using an array of load balancers. Normal load 
balancer allows traffic to pass normally until an attack occurs, 
and backup load balancer uses weighted, dynamically and 
smartly assigned heuristics to determine whether or not to 
allow requests to pass. If the heuristic approach classifies the 

request as trusted, it will reach the protected services, other-
wise it shall be dropped.  

Having implemented the solution thoroughly explained in our 
research, pave the way to a new subset of recommendations. 
We suggest that if the following recommendations are aligned 
together with our solution will definitely lead to significant 
and robust results in reducing systems vulnerabilities and mit-
igating attacks.  

a- Secure by Design: Security measures should be integrated 
while designing the IoT products. Survey [31] showed that 
only 48% of companies focus on securing their IoT products 
from the beginning of the product development phase. 

b- End-to-End protection architecture: Devices and systems 
must be tolerant to attack, they have to be kept operating un-
der all circumstances. 

c- Hardware embedded security: leads to more resilient sys-
tems and helps shortening the time needed for services to re-
turn to their original states after an attack. 
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